Rate-Dependent Slip of Newtonian Liquid at Smooth Surfaces
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Newtonian fluids were placed between molecularly smooth surfaces whose spacing was vibrated at spacings where the fluid responded as a continuum. Hydrodynamic forces agreed with predictions from the no-slip boundary condition only provided that flow rate (peak velocity normalized by spacing) was low, but implied partial slip when it exceeded a critical level, different in different systems, correlated with contact angle (surface wettability). With increasing flow rate and partially wetted surfaces, hydrodynamic forces became up to 2–4 orders of magnitude less than expected by assuming the no-slip boundary condition that is commonly stated in textbooks.
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A tenet of textbook continuum fluid dynamics is the “no-slip” boundary condition, which means that fluid molecules immediately at the surface of a solid move with exactly the same velocity as that solid. Feynman noted in his lectures that the no-slip condition explains why large particles are easy to remove by blowing past a surface, but small particles are not. After much controversy during the 19th century [1], the possibility of slip was discussed until recently, in mainstream literature, only in the context of the flow of polymer melts [2,3], though over the years persistent doubts were expressed [4]. No slip contrasts with “slip” characteristic of highly viscous polymers [2,3], monolayers of gas condensed on vibrated solids [5], superfluid helium [6], moving contact lines of liquid droplets on solids [7], and kinetic friction of liquid films less than 5–10 molecular dimensions thick [8]. In addition, recent simulations [9,10] and experiments [11,12] concluded that low-viscosity fluids slip past smooth surfaces if they are partially wetted. This is consistent with a large but controversial body of earlier experimental literature, mainly based on flow through hydrophobic pores [4]. In all of this work, the common assumption was that the amount of slip (the “slip length”; see below) was a constant. Apart from computer simulations [13,14], velocity dependence of slip was not expected, but those simulations were performed at shear rates higher than could be achieved in a laboratory.

Here we present what we believe to be the first direct measurements in which velocity of the moving liquid is varied over a wide range and conclude that (i) the amount of slip depended strongly on velocity; (ii) the onset of slip varied systematically with contact angle.

Two solids of mean radius of curvature R (≈2 cm in the experiments reported below), at spacing D, experience a hydrodynamic force \( F_H \) as they approach (or retreat from) one another, thereby squeezing fluid out of (or into) the intervening gap. This force is proportional to the rate at which spacing changes, \( dD/dt \) (\( t \) denotes time), is proportional to the viscosity, \( \eta \) (assumed to be constant), and is inversely proportional to \( D \). The no-slip boundary condition combined with the Navier-Stokes equations gives to first order the following expression, known as the Reynolds equation:

\[
F_H = f^*6\pi R^2 \eta (1/D)(dD/dt),
\]

and high-order solutions essentially confirm this, the lowest-order term [15]. We introduce \( f^* \), the dimensionless number that quantifies, if \( f^* \neq 1 \), deviation from the classical prediction. The prediction is analogous when the surface spacing is vibrated [12]. Then a sinusoidal oscillatory drive generates an oscillatory force whose peak we will denote as \( F_{H,\text{peak}} \). The peak velocity is \( v_{\text{peak}} = d\omega \) where \( d \) is vibration amplitude and \( \omega \) is the radian frequency of vibration.

The meniscus forces that contribute to dynamic force measurements on rough surfaces did not appear to contribute. On rough surfaces, they augment the dissipation above that expected from hydrodynamic flow between smooth surfaces [17]—but in this study, using smooth surfaces, we found that forces were reduced below that level (see below). The spring constant of the force-measuring assembly also influences the phase if the spring constant is less than the force constant measured [17,18], but this was not so for the present experiments.

Three liquid-solid systems were studied. In order of increasing contact angle, these were (i) tetradecane against adsorbed surfactant; (ii) tetradecane against a methyl-terminated self-assembled monolayer (SAM); (iii) water.
against the same methyl-terminated SAM. For cases (ii) and (iii), atomically smooth, step-free muscovite mica was coated, using methods described elsewhere [18], with a methyl-terminated close-packed monolayer of condensed octadecyltriethoxysiloxane (OTE). The methods were improved by vacuum distilling the OTE (Aldrich) before use. For case (i), 0.2 wt % of 1-hexadecylamine surfactant, \( \text{CH}_3(\text{CH}_2)_{15}\text{NH}_2 \) (Aldrich, 99% pure), was added to tetradecane, dried over molecular sieves, and allowed to adsorb onto mica. On OTE, the advancing contact angle of water was \( \approx 110^\circ \) and that of tetradecane \( \approx 44^\circ \). Hysteresis was \( <1-2^\circ \). For case (i), the advancing contact angle was \( \approx 12^\circ \).

First we consider tetradecane, an oil whose low viscosity is close to that of water. Figure 1 (top panel) compares the flow of tetradecane between mica on the one hand (wetting) and OTE (partially wetting). In the former case, the data obey Eq. (1) with the classical continuum prediction quantitatively (\( f^* = 1 \)). This confirms prior surface forces-based experiments by other groups [19] and lends credibility to the new results that follow.

New results were found when tetradecane was placed between partially wetting surfaces (OTE). Spacing, \( D \), was measured as the thickness between the organic monolayers, each 2.4 nm thick. It is obvious that, at spacings \( <0.1 \mu m \), the hydrodynamic forces were systematically less than for the wetting situation. To show this more clearly, the inset shows a linearization of Eq. (1). A quantity proportional to \( 1/F_{H,\text{peak}} \) is plotted against \( D \): whereas the data obtained at the largest spacings extrapolate linearly to the origin, which is expected from the no-slip boundary condition; they deviate decidedly at lesser spacings, indicating lesser resistance to flow. The tetradecane molecule is tiny compared to the surface spacing, so confinement-induced anomalies [8] are not expected. It is as if the hydrodynamic force reached a saturation level beyond which only a limited amount of further increase was possible.

Equilibrium surface forces appear in an alkane system only at much lesser separation, \( D < 3-5 \text{ nm} \) [20]. They were zero at the spacings that were studied and so presented no complication.

The generality of this behavior is suggested by the fact that deionized water (Nanopure II) gave results that were qualitatively similar, as shown in Fig. 1 (bottom panel). It is true that there exist long-range forces in the equilibrium force-distance profiles of water between hydrophobic surfaces [21] (but their range is dramatically reduced when the hydrophobic surfaces are in relative motion [22]) so the observation in water may at first seem to be less definitive. That this is not fundamental becomes clear when one considers that a static force profile is equilibrated and therefore corresponds to a response in-phase with sinusoidal vibrations of the surface spacing—unlike the dissipative forces analyzed here.

To take stock, these observations cannot be explained away by appeal to modification of the fluid viscosity itself owing to shear thinning, since the case of tetradecane between mica at comparable levels of thickness (complete wetting) presents a counterexample to that. The experiments were performed at least 6 orders of magnitude below the very high shear rates at which shear thinning of small alkane molecules is anticipated based on computer simulations, so shear thinning is hardly credible. These observations cannot be explained away by appealing to compliance of the OTE or surfactant monolayers; these have been measured to be very stiff [8].

It is not clear that Eq. (1), which was derived for the no-slip boundary condition, should be expected to be obeyed in the case of partial slip. It is useful, however, to express deviations from it as a fitting parameter to which we do not assign physical meaning. The parameter, \( f^* \),
defined in Eq. (1), was calculated. Figure 2 illustrates its rate dependence for the water system (effects were similar for tetradecane, as summarized by the master curves presented in Fig. 3). It is plotted against separation for four different values of peak velocity. One sees that the extent of deviation from the classical prediction increased with increasing velocity, even with film thickness held constant. The deviations are so large that it is necessary to plot them on a logarithmic scale.

There is a tradition in fluid dynamics to infer the slip length, the fictive distance inside the solid at which the no-slip flow boundary condition would hold. Without necessarily assigning physical meaning to this quantity, it can be used as an alternative expression of the same data. Mathematical manipulation [23] shows that \( f^* \) and slip length \( b \) are related as

\[
    f^* = 2 \times \frac{D}{6b} \left[ \ln \left( 1 + \frac{6b}{D} \right) \right] - 1. \tag{2}
\]

Results (Fig. 3) show that the slip length was variable. This contrasts with the common theoretical assumption that the slip length of low-viscosity fluids is a constant number.

In Fig. 3, one sees that the data appear to collapse when \( f^* \) was compared at the same flow rate, i.e., the same ratio of velocity to film thickness. The (equivalent) changes of slip length are also shown. In this comparison, the peak velocity was varied by more than 2 orders of magnitude, as described in the caption of Fig. 3, and the film spacing was varied by a factor of nearly 6. The largest deviations were observed for deionized water between OTE-coated surfaces. Lesser deviations were seen for tetradecane between OTE-coated surfaces and the smallest for surfaces modified with adsorbed surfactant. In this latter case, the chemical makeup of the solid surfaces was modified by physisorption rather than by chemical reaction.

It is worth emphasizing the latter system. The simple strategy, dissolving surface-active molecules at dilute concentration within fluid at an otherwise-wetting surface, also caused predictions based on no-slip boundary conditions to break down in a velocity-dependent way. This suggests a possible explanation for the success of “friction modifiers” [20], in oil and gasoline—a process about whose mechanism engineers have long speculated.

There are at least two alternative scenarios of microscopic interpretation. First, the fluid viscosity might depend on distance from the wall. Fits to continuum-based predictions kindly supplied by Brady [24] show that the data at

FIG. 2. On log-log scales, \( f^* \) (top panel) is plotted against \( D \) for deionized water between partially wetting (OTE-coated) at peak velocity 3.6 nm s\(^{-1}\) (squares), 1 Hz, 40 nm s\(^{-1}\) (triangles), 1 Hz, 100 nm s\(^{-1}\) (circles), and 380 nm s\(^{-1}\) (diamonds). Given the no-slip boundary condition, \( f^* = 1 \). To observe \( f^* < 1 \) shows that flow was easier than expected from that assumption.

FIG. 3. On log-log scales, \( f^* \) (top panel) is plotted against \( \nu_{\text{peak}} / D \) for (a) deionized water between OTE (cross or semi-filled symbols), contact angle \( \approx 110^\circ \), (b) tetradecane between OTE (open symbols), contact angle \( \approx 44^\circ \), and (c) tetradecane containing 0.2% hexadecylamine between mica (filled symbols), contact angle \( \approx 12^\circ \). At the thickness 50 nm (squares), 24 nm (circles), 18 nm (triangles), and 8 nm (diamonds), the frequency was 6.3 rad s\(^{-1}\) or 63 rad s\(^{-1}\) (cross-filled symbols). The peak hydrodynamic stresses of 10\(^3\), 10\(^4\), and 10\(^5\) Pa are indicated at the corresponding flow rate points on the abscissa. The bottom panel compares the slip length, which is equivalent to \( f^* \) as described in text. Shear rate is, if the stick boundary condition holds, proportional to flow rate in a crossed cylinder geometry by a geometrical factor of magnitude between 10\(^3\) and 10\(^5\) that depends on \( D \) [26], \( \gamma_{\text{max}} = A \sqrt{R / D} \nu_{\text{peak}} / D \), where \( A = (27/128)^{1/2} \).
high flow rates are consistent with a two-layer-fluid model in which a layer 0.5 nm thick, but with viscosity 10–20 times less than the bulk fluid, adjoins each solid surface (the film thickness and its viscosity are fitting parameters in such a calculation). A possible mechanism to explain its genesis was proposed by de Gennes (see below).

Alternatively, from the empirically derived slip length, known models permit one to calculate the implied peak hydrodynamic stress on the coincident center of the two cylinders [23] (this is believed to determine slip in polymer melts [3] and monolayers sliding on solids [5]). With this in mind, the abscissa of Fig. 3 contains arrows showing the implied peak pressure at three increasing levels of flow rate, each differing by an order of magnitude. The moving surfaces appeared to decouple at lower-and-lower integrated stresses, the larger the contact angle. This is reasonable since the contact angle quantifies the degree to which molecules of fluid attract one another more strongly than the surface.

de Gennes (private communication) proposes that the reason for velocity dependence may be that shear induces the nucleation of vapor bubbles; once the nucleation barrier is exceeded, the bubbles grow to cover the surface, and flow of liquid is over this thin gas film rather the solid surface itself. The model predicts that the critical flow rate (shear rate) for onset of bubble nucleation is proportional to the cube of the bubble’s contact angle, which is qualitatively consistent with the data. Shear rate is larger than flow rate by a large geometrical factor (see caption of Fig. 3).

In summary, failure of predictions based on the classical no-slip boundary condition of fluid flow has been demonstrated in three liquid-solid systems. In order of increasing contact angle, these were (i) tetradecane against adsorbed surfactant; (ii) tetradecane against a methyl-terminated self-assembled monolayer; and (iii) water against the same methyl-terminated SAM. It is not yet known to what extent the presence of surface roughness (chemical or topographical) might modify these effects [11,25] (experiments in this direction are in progress).

The present experiments with molecularly smooth surfaces appear to present a touchstone against which to compare theories of momentum transfer in fluid flow. They have implications in areas such as filtration, colloidal dynamics, and microfluidic devices, and might form the basis of a strategy for saving energy in the transport of fluids such as oil and gasoline.
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